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SOME WELL KNOWN INEQUALITIESAND ITS
APPLICATIONSIN INFORMATION THEORY

K. C. JAIN® AND RAM NARESH SARASWAT?

ABSTRACT: Inequalities are very useful to information thefoy new results. Inequalities are
widely used for some bounds of information divergemeasure of in Information Theory.
There are many information and divergence measexess in the literature on information
theory and statistics. In this paper we establmines bounds of information and divergence

measures using some inequalities and Csiszar\sefgience measure.

1. INTRODUCTION

Let

I’n:{P:(pl’sz ........ P,)

pizo’zn: pi:]}n2 2
-1

(1.2)
be the set of all complete finite discrete prolabitlistributions. There are many
information and divergence measures exists in iieeature of information theory and
statistics. Csiszar [2] & [3] introduced a generall measure of information using f-
divergence measure given by
_ N\ P
If(PaQ)—ZQif —
= q

(1.2)
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Where f :R. - R. is a convex function anB-Q Ul . As in Csiszar,[2]. We interpret

undefined expressions by

f(0)=Ilim f(t),Of(gj: 0, 0f (3): lim Msf(ij:alimhm 10) ,a>0
t-0 0 0 £-0 £ t

The Csiszar’'s f-divergence is a general class wérdgence measures that includes

several divergences used in measuring the distancfinity between two probability
distributions. This class is introduced by usingoavex function f, defined on (6;). An
important property of this divergence is that ma&ngwn divergences can be obtained from
this measure by appropriately defining the conwexcfion f.

As to the divergence and inaccuracy of informatikollback and Leibler (1951) [7]
studied a measure of information from statisticgests of view involving two probability
distributions associated with the same experimealljng discrimination function, later
different authors named as cross entropy, relatif@mation etc. It is a non-symmetric

measure of the difference between two probabiigyridbutions P and Q.
It is well known that! (P.Q) is a versatile functional form. Most common chesicé
satisfy fD)=0 so that! (P,Q)=0 . Convexity ensures that the divergence measure

1+ (P.Q) Is always non-negative. Some examples are

f(u)=tlogt, (" (t)=-logt
W J ( © J ) provides the Kullback-Leibler's measure [6, 7].

12
f(t)=(t—1>2{f (t)=%} 2
yields theX” ~ divergence [9] and many more.

The basic general properties bt Divergences including their axiomatic properties

and some important classes are given [8].
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Here we shall give some examples of divergence umessn the category of Csiszar’'s

f-divergence measure.

Kullback-Leibler divergence measure [7]:

if f(t)=tlogt then Kullback and Leibler divergence measurévsrgby

1(P.Q)=D(P.Q)=3 |og(gJ

i (2.3)
Chi-square divergend8]:
if fO=C-1" thent’ -Divergence measure given by

_ - (pi_qi)z _|: - piz_ j|_ 2
1 (P,Q)=) ———= —-11=x"(P.Q)
iZ::L g Z:‘i q (1.4)
Hellinger Discriminatior[5]:
— _1\2

If f (t) a (\/E 1) then the Hellinger discriminatioH(P’Q) is given by

n 2

1 (P.Q)=h(P.Q)=[1-B(P.Q)] =Y (Jp -Va) s

B(P.Q)=Y Jpa

where is known as Bhattacharya divergence med4lire

Relative Jensen-Shannon divergence [10]:

f(t) =t |og(£

If t+1J then Relative Jensen-Shannon divergésigiven by

n 2p
1,(P,Q) =Y plog| —="—|=F P,
(P.Q) zi:l:pog[wqi] (P.Q)

(1.6)
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Relative arithmetic-geometric divergence [11]:

(1) = (ﬂ). (t;l)
If 2t ) then Relative arithmetic-geometric divergeiggiven by

F(P,Q)=Z”(p‘+q‘jlog(pi”iJ:G(P,Q)

L2 2P, (1.7)
Triangular Discrimination [4]:
fy=0-0°
If t+1 then Triangular discrimination is given by
N (P - )’
1, (P,Q)=A(P,Q)=2[1-W (P.Q)]= L
((P,Q)=4a(P,Q)=2[ Q) Zl Y (1.8)
w(P,Q)=y 2RI | .
where = P+ 4 js known as harmonic mean divergence measure.

2. Some Well Known Inequalities:

Information and divergence measure are very usefdiplay an important role in many
areas like as sensor networks, testing the ordea iMarkov chain, risk for binary
experiments, region segmentation and estimatianMist of the achievable limits are thus
stated in the form of inequalities involving fundamtal measures of information such as
entropy and mutual information. Such inequalitiesyf a major tool chain to prove many
results in information Theory.

In a sense, these inequalities separate the plagssbifrom impossibilities in
Information Theory. The study of information exmiesis and inequalities thus are of
paramount importance in solving key results in infation Theory. The information
measures are the usual entropy (single, joint, arditional) and mutual information
(including conditional and those involving multipiendom variables). Even though it is not
impossible to find a non linear expression invalyihese measures, they are not much of

interest in Information Theory.
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The following inequalities are well known in lisdure of pure and applied
mathematics.

X < log(1+x)< x, x>0
1+x (2.1)

2 2

x—X—sIog(1+x)sx— , X>0

3. Bounds Of Information Diver gence M easure Using I nequalities:

In this section we shall discus some bounds andtioes among well known
information divergence measure which are may berasted in information theory and
statistics using inequalities of (2.1) & (2.2).

Proposition 3.1: LeP’QDrn be two probability distributions then we have the
following inequalities
W(P,Q) +2F (P,Q)< 2 gnd 0<F(Q,P) (3.1)
F(Q,P)sl[zm(P,Q)]
4 (3.2)
Proof:

Using the inequality (2.1)

<log(l+x)<x, x>0
T s log(t+ x)

x=2
Taking Y9 then we get
P *+q < Pi

P log
P +q q q (3.3)
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Multiplying by 20 of equation (3.3) and Taking summation both sidentwe get

y 2Pd <2IogZZQ.+ZZQ. log 22 P

i=1 p| Qi

5L 2pq :
Z p|q| (Q P)_z q |0g( 2q|

But we know = P *4 and pi *+ 0 j then we get

W(P,Q)<2log2-F QP) =
W(P,Q)+2FQ,P)<2log, 2< 2+ F QP |
W(P,Q)+2FQ,P)s2<2+ F QP (3.4)

We get the following relations using equation (3.4)
W(P,Q)+2F Q,P)<2 gngd 0<sF(@Q,P)

Hence proved of the relations (3.1)
But

A(P,Q) = 2[1-W (P Q)] = Z (pF; +qq)

W(P.Q) =138 (Q) i gy
1—%A(P,Q)+ 2F Q,P)< 2log 2
FQ.P)=2[2+4(P.0)] O 2log, 2= 2
Hence proved of the result (3.3).
Proposition 3.2:
LetP QUM pe two probability distributions then we have th#owing inequalities

FQ,P)- x2(P,Q)|s3
(Q.P)-x“( Q)<2 (3.5)
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Proof:
Using the first and second relation of inequalizy2)

X2
x—7slog(1+ X) x>0

Pi
Gi and taking summation both side

n - n. n A
3+ Pi(2p q')EZqilog( 2q; J_logz
i=1 2q; i=1 pi + q

X =
Now we take

n 2 n . n
z%— +%qui Iog[i}—zmgz
i=1 Yi i i

XZ(P,Q)+§2F(Q,P)—Iogz

) n p_2 n 2q;

i=1 i=1

3

_ 2
‘F Q.P)=x"(P.Q)=3 , hence proved of the result (3.5).

Proposition 3.3:

Letp’QDrn be two probability distributions then we have tbdowing inequalities

0<G(@Q,P)+A(P,Q) (3.6)

1 1
G(P.Q)+[D(P.Q)~DQ.P) 2 Iog-[h(P Q)+ BF Q) a7

Proof:
Using the first and last relation of inequalityZp.

2 2

X X
X——<X———, x>0
2 2(1+ x) (3.8)
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(=B

Now we take Y then we get

PP P PP
G 292 4 2G(pi+q)
(pi+ai) 1
2g; 2
Pi * G

Taking log both side, multiply by 2  and taking summation both side

i(%}og{p.qu J_ 122: b + i)

i=1

(3.9)
G(Q,P)=log= Z(p' %) G(Q P)+A(P,Q)>0

Hence proved of the result (3.6)

But we know

n n
h(PQ)—— (\/ ~Va )’ le+ -> Jpiai = A(P.Q)-B(P.Q)
1=

h(P,Q)+B(P,Q) = Z%: A(P.Q)
i=1 18)

Where h(P.Q) g B(P.Q) agre the Hellinger discrimination & Bhattacharyaetiyence.
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From equation (3.9) & (3.10)

. n . . . n . .
Z(p.zq )'Og(sziW}Z(pI;q']'ng_-lz '09122 (p.+2q|)

i=1 i=1 I i=1

G(P,Q)+Z(p' Zq'jlogg' > log= [h(P Q)+B(P.Q)

i=1

G(P, Q)+—{Z pi log & Z q; log— o }> |09%[h P.Q)+BP Q)

i=1 qi

1 1
G(P’Q)+§[D(P’Q) D@.P)]= IOgE[h(P Q+BFQ) , hence proved of the result (3.7)

Proposition 3.4:

Let P,QUM, be two probability distributions then we have th#owing inequalities

26(P.Q)-¥*(P.Q)|s 2 Y. p.(6- p)- 2l0g2

(3.11)
Proof:
Using the second and last relation of inequalit2)2
2
log(1+Xx)< x— , x>0
=B

Now we take 9 and taking summation both sides, then we get

NN

G(P,Q)+log zz(%js_;z(i_l}zf_z_%j

g
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1, n (3p, i2
G(P.Q)+log2s —x (P,Q)+Z(_p_p_J

IZG(P,Q)—)(Z(P,Q)|s%i p, (6- p,)- 2log2

[1].

(2].

[3].
[4].
[5).
[6).
[7].

[8].

G(P,Q):Zn:( Pi ;qi jlog( piz';qij XZ(P’Q) :Zn:(%—lj
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i=1

i=1 i i=1 i
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