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ON AN INFINITE DIMENSIONAL LESLIE MATRIX  

IN THE BANACH SPACE 0c ** 
 
 

OMER FARAJ MUKHERIJ 
 

ABSTRACT:  In this paper, we introduce Leslie matrix with an infinite dimensional 

components. The top row { }∞
1nα and sub diagonal { }∞

1nω of such matrix are assumed to be 

elements of the Banach space 0c .We prove that an infinite dimensional Leslie matrices 

have a positive real eigenvalue. In addition such matrix defines a compact linear operator 

from 0c into 0c . 

 

1. INTRODUCTION 
 

The use of matrices in population mathematics has been discussed by Leslie [6] and 

arised his common model ''Leslie model" which described the population growth [2,11]. 

This model is represented by the finite square matrix with constant non-negative elements 

in the first row and elements between 0 and 1 in the subdiagonal immediately below the 

principle and all other elements are zero. 

An eigenvalue of Leslie matrix has been evaluated and it has become an important value 

for describing the limiting behavior of the population [6,11]. 

It is well known that the Leslie matrix has only one real positive eigenvalue which 

dominates the others in modulus and other eigenvalues are non-positive real or complex 

[11]. 
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In this paper we consider that the Leslie matrix has infinite dimension with its top row 

and subdiagonal are elements of the Banach space   , the space of all scalar sequences 

converging to zero (null-sequences) with norm defined by  .sup
0 i

i

xx =  

We prove that such matrix has a positive real eigenvalue and corresponding eigenvector 

has positive entries, we also prove that the infinite dimensional Leslie matrix defines a 

compact linear operator from 0c into 0c . 

Definition 1: An infinite matrix L defined  by 
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where 10 << jω and ∈jα R+0 ,...3,2,1=∀j  is called an infinite-dimensional Leslie matrix. 

We will consider there is an infinite population, and as Leslie assumed in his  model in 

case of finite matrix, we consider a population divided into an infinite number of age 

groups, the top row jα  is consider to denoted the number of individuals produced by each 

individual in an age group at time t ,and the subdiagonal jω denotes the probability of 

survival from age j to age group 1+j . 

Let X  and Y  are sequence spaces such that X contains 0c . Consider an infinite matrix 

of scalars ( )∞
=

=
1, jiijaL . We say that L defines a linear map fromX into Y if for every 

{ } Xxx
jj ∈= ∞
=1

and each ,...2,1=i the series j
j

ij xa∑
∞

=1

 

is convergent. If we let  

,...2,1,
1

=== ∑
∞

=

ixayLx
j

jijii
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Then                             ( )]10[. cfYLx ∈ . 
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The norm of L is given by  

∑
∞

=

=
1

sup
j

ij
i

aL
. 

Lemma 1: An infinite matrix  ( )∞
=

=
1, jiijaA  defines a linear map from     into    if and only 

if 

(a) ∑
∞

=

∞<=
1

0
sup

j
ij

i
aA    and 

(b) 0lim =
∞→ ij

i
a   for every ,...3,2,1=j . 

Proof: Assume conditions (a) and (b) are hold. Let 00 cx ∈≠ . Given 0>ε , take a 

positive numberK  be such that  

∑
∞

=

≤
1j

ij Ka  

For each i=1,2,..., then there exists 0N such that  

jallfor
K

x j 2

∈< >  

where  { } 021 ,...,...,, cxxxx j ∈= . 

By condition (b),  

0lim =
∞→ ij

i
a

 

For each  ,...2,1=j , then there exists a number 0M such that  

    
∑

=

0

1

N

j
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0
2 x

ε< , 

for each 0Mi >  where j
j

xx sup
0

= .   

By condition (a) makes the series  

∑
∞

=

=
1j

jiji xaAx  
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is well-defined for each i . 

Now, 
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Hence 0cAx ∈ . 

Therefore A  maps 0c  into 0c . 

Conversely: Assume that for every { } 0cxx j ∈=  then 0cAx ∈ . 
 

Fix i=1,2,… 

Let  

j
j

iji xaxf ∑
∞

=

=
1

)( , 

for any 01}{ cxx j ∈= ∞ then '
0cfi ∈  (where '

0c  is the topological dual of 0c ), and 

∑
∞

=

≤
1

0
j

iji af .                                                        (1) 

Choose x  as ,...2,1,sgn == jax ijj , then 1
0

≤x  and ∑
∞

=

=
1

)(
j

iji axf . 

So that   ∑
∞

=

≤≤
1

000
j

iiij fxfa                           (2)  
                                          

 

From (1) and (2) we get  
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Now, for every 0cx ∈ , then ( ) 0cAxxf ii ∈= means that the sequence 

( ){ } 0→xfi  as ∞→i , so A  is a bounded linear operator, then by Banach-Steinhaus 

theorem we have  

∑
∞

=

∞<==
1

0
supsup

j
i

i
ij

i
faA  

Hence condition (a). 

Let  0,...)0,1,0,...,0,0( ce j ∈= ,where  1 occur only in thejth entry, for ,...2,1=j  then 

0cAe j ∈  and sequently 0
)( cAe i

j ∈ .  

Since )(i
jij Aea =  for ,...3,2,1=j then 

0limlim )( ==
∞→∞→

i
j

i
ij

i
Aea  

for ,...2,1=j . 

That is 0lim =
∞→ ij

i
a . 

Hence condition (b). 
 

Proposition 1: The multiplication by the infinite-dimensional Leslie matrix 

( )∞
=

=
1, jiijaL , with the top row { } 01 cj ∈∞α  and the subdiagonal{ } 01 cjj ∈∞

=ω ,defines a compact 

linear operator from 0c  into 0c . 

Proof: Consider  the operator 00: ccL → defined by  Lxy =  such that   

,...2,1
1

=== ∑
∞

=

ieachforxayLx
j

jijii ,              (1) 

where ( )∞
=1, jiija  is an infinite-dimensional Leslie whenever  { } 01 cxx jj ∈= ∞

= . Thus by the 

above lemma we have ∞<∑
∞

=1

sup
j

ij
i

a . 
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Thus there exists a positive number  M and Ni ∈0  such that  Ma
j

ij ≤∑
∞

=1

, for any 

positive integer 0ii ≥ . 

The series in (1) defines a linear functionals ,..., 21 ff  on 0c  given by 

,...2,1,)(
1

=== ∑
∞

=

ixayxf
j

jijii . 

Thus { } 01 →∞
=iif  as  ∞→i . 

Therefore for any 0cx ∈  we have  
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Thus   Mfi ≤
0

. 

Therefore 
000

xMLxy ≤= .  

 Hence L  is a bounded operator from 0c  into 0c and ML ≤ . 

Since every sequence { }∞
1nx  in 0c  contains a null subsequence { }∞

1knx  then { }∞

1knLx  

converges in 0c . Consider any subset B  of  0c . Let { }∞
1ny  be a sequence in ( )BL . Then 

nn Lxy =  for some sequence nx  in B  and { }∞
1nx  is a bounded sequence.  

So { }nLx  contains a null subsequence therefore the closure ( )BL  is compact and hence 

L  is a compact linear operator  from 0c  into 0c . 

In the theory of matrices and graphs irreducibility of a matrix is known to be equivalent 

to strong connectedness of its directed path (cf [2]). 
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Definition 2 ([3]) : A directed graph is called strongly connected if for any pair of  its 

vertices there exists a finite directed path from one vertex to the other.  

If )( ijaA = be an infinite-dimensional matrix with non-negative entries ( )0≥ija , then 

the directed graph ( )AD  associated with A  is given as ( ) ∈= ),{( jiAD N×N / }0≠ija  and 

it is strongly connected if for every pair ∈),( ji N×N a directed path ),(),...,,(),,( 211 jkkkki n   

in ( )AD . 

Now since the top row and the subdiagonal of Leslie matrix L are non-zero elements; so 

that the direct graph with L is strongly connected and hence the infinite-dimensional  Leslie 

matrix is irreducible.  

Lemma 2 ([9]) : Let  ∈= )( ijaA  be an irreducible matrix. Then for all  

∈),( ji  N×N  there exists ∈n N  such that 0)( >n
ija where ( ) niaA n

ij
n ≤∀= )( . 

Theorem 1:  Let ∞
== 1,)( jiijaL   be an infinite-dimensional Leslie matrix with { }∞

=1jjα  and 

{ }∞
=1jjω are in 0c and set ∈= ),{( jiB  N×N / }0>ija  is infinite then there exists an 

eigenvalue ∈1λ R+0 of L and corresponding eigenvector 0
1 cx ∈ with 1

1
1 xLx λ= and 

Nixi ∈∀> 01 . 

To prove this result we need the following  theorem due to Krein-Rutmann [4] 

Theorem 2 :  Let X  be a real Banach space and XK ⊂  be a convex closed cone with 

( ) XKK =−∪ and ( ) { }0=−∩ KK . 

(a) ∈T £ ),( XX be a compact operator leaving the cone K invariant, that is 

KxKTx ∈∀∈ . 

(b) Suppose 1},0{ 00 =−∈ xKx then ∈∃n N and ∈s R+0 such KsxxT n ∈− 00 . 
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Then the operator T  has an eigenvalue ∈1λ R+0 and an eigenvector Kx ∈1
 associated 

with 1λ . 

Proof : 

Define ∈∀≥∈== nxcxxK nn 0}{{ 0 N}, then }0{)( =−∩ KK and 0)( cKK =−∪ . 

To show that K  is convex: Let Kyx ∈,  thus 0, cyx ∈ with 0≥ix  and 0≥iy ∈∀i  N. 

For any 0≥β and 0≥γ such that 1=+ γβ ,then 0cx ∈β and 0cy ∈γ this implies 

that 0≥ixβ  and iyi ∀≥ 0γ . 

Thus 0≥+ ii yx γβ  i∀ and hence Kyx ∈+ γβ .  

Therefore K is convex set. 

To show that K is cone: Let Kx ∈  then 0cx ∈  with ixi ∀≥ 0 .Let 0≥λ ,then 

∈∀≥ ixi 0λ N, which implies that 0cx ∈λ and hence Kx ∈λ .There fore K is cone. 

To prove that K is a closed set; consider any { } ,
1

)0(
0 Kxx

jj ∈= ∞

=  where K is the closure 

of K , then there are  { } Kxx
j

n
jn ∈= ∞

=1

)(  such that 0xxn →  as ∞→n . 

Hence for any 0>ε , find a positive integer n  such that  
20

ε<− xxn , so we have 

20
)0()( ε<−≤− xxxx nj

n
j    for all j . 

Since 0c is closed then 00 cx ∈ and ε<≤ xx j
)0( . 

Now ,as 0≥nx  thus ∈∀≥ jx j 0)0( N, 

thus  Kx ∈0  and since Kx ∈0  was arbitrary, therefore K   is closed set.  

Let  00: ccL →  be a compact linear operator defined by yLx =  such that 

,...3,2,1,
1

== ∑
∞

=

ixay
j

jiji  , 



 
                         ON AN INFINITE DIMENSIONAL LESLIE MATRIX IN THE BANACH SPACE                      
133 
 

 

 

 

 

where { }∞
1jx  and { }∞

1jy  are null sequences )..( 0cinei  and ( )∞
=1, jiija  be an infinite-

dimensional Leslie matrix whose terms are non-negative. 

Then for any Kx ∈  implies ∈∀≥ ix j 0  N, 

Thus jixa jij ,0∀≥ , hence ∈∀≥ iyi 0  N. 

That is  KLx ∈ . Therefore L is a compact  linear operator leaving the cone 

K invariant, which is part (a) of Theorem 2. 

Since the infinite-dimensional Leslie matrix L is irreducible, then by Lemma 2, for 

1=i and 1=j ∈∃n N with 0)(
11 >na . 

Let }0{0 Kx ∈  with 10 =x  and  0)(
11 >= nas thus KxaxLsxxL nnn ∈−=− 0)(

11
000 . 

Hence  (b) of Theorem 2. Therefore Theorem 2 implies that there exists an 

eigenvalue ∈1λ  R+0 of L  and corresponding eigenvector Kx ∈1 with 1
1

1 xLx λ= . 

To show that ∈∀> jx j 01  N, assume that there exists ∈j  N such that 01 =jx
 then the 

thj −  coordinate of ∈∀= nxLn 01  N. 

On the other hand ∈∃k N with 01 >kx  then ∈∃n  N such that 0)( >n
ik

a and 

∑
∞

=

>≥=
1

1)(1)( 00
j

k
n

ij
n

ij xaxa
k

, which is impossible.  

Therefore ∈∀> jx j 01 N. 
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