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1 Introduction

Fuzzy logic was established by [17], defining what is a fuzzy set and establishing most of the operations and properties.
Later on, [4] extended the concept of a classical entropy to present what is known as the fuzzy entropy (FE).
In the following, we will define a fuzzy set and the fuzzy entropy:

Definition 1 A fuzzy set A defined on a universe of discourse X is given by [17] as:

A = {〈x,µA(x)〉|x ∈ X}, (1)

where, µA(x) ∈ [0,1] is the membership function of A, it describes the degree of belongingness of an element x to the set

A.

Its quite important to note that, considering the elements x1,x2, ...,xn ∈ X , the ∑n
i=1 µA(xi) is not necessary equals to 1.

Hence, µA(x) is not a probability.
The measure which quantify fuzzy information gained from a fuzzy set or is referred to as fuzzy entropy. In other words,
a fuzzy entropy measures the average amount of knowledge or information from fuzzy data.Its different than the classical
entropy which depend of a probabilistic concept, where FE is define on the basis of membership function.
[4] defined a fuzzy entropy ( denoted by HDT (x) ) on the basis of shannon’s entropy ([14]),

HDT (x) =−n
n

∑
i=1

[

µA(xi) log(µA(xi))+ (1− µA(xi)) log(1− µA(xi))
]

. (2)

They presented a set of axioms needed to be satisfied by any measure to be considered as an entropy; say H(x) of a fuzzy
set A. The axioms are

1.H(x) = 0 i f f A is a non-fuzzy set (crisp set), i.e. µA(xi) = 0 or 1 ∀xi ∈ A.
2.H(x) is maximum iff µA(xi) = 0.5,∀xi ∈ A.
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3.H(x)≥ H∗(x), where H∗(x) is the entropy of A∗ a sharpened version of A.
4.H(x) = Hc(x), where Hc(x) is the entropy of Ac; the complement set of A. Ac = {〈x,1− µA(x)〉|x ∈ X}.

Many researchers and many articles studied fuzzy entropies and proposing modified and generalized versions of
such entropies. [11], defined what is known now as a Hybrid entropy, where the fuzzy entropy is considered to be a
generalization of the classical entropy (see, [2],[7]). This kind of entropy dealt with efficiencies of the total entropy which
was proposed by [4].
In the same article, [11] introduced a higher order fuzzy entropy which measures the uncertainty associated with any
subset with r combination. The entropy of order r of a fuzzy set A is

Hr(x) =−1

t

n

∑
i=1

µ(Sr
i ) log(µ(Sr

i ))+ (1− µ(Sr
i )) log(1− µ(Sr

i )),

where, S denotes the Shannon function, and µ(Sr
i ) is the degree of membership through the function S.

[3] introduced a generalization of fuzzy entropy of order α based on Renyi’s entropy of a fuzzy set A as

HBP(x) =
1

n(α − 1)
log [µα

A (xi)+ (1− µA(xi))
α ] ; α 6= 1;α > 0. (3)

[9], [10] Introduced a fuzzy entropy based on the exponential behavior of information gain, of a fuzzy set A as

HPP(x) =
1

n(
√

e− 1)

n

∑
i=1

[

µA(xi)e
(1−µA(xi))+(1− µA(xi))e

µA(xi)−1
]

, (4)

Later on, [16] generalized the exponential fuzzy entropy of order–α , of a fuzzy set A is given as

HVS(x) =
1

n(e(1−0.5α)− 1)

n

∑
i=1

[

µA(xi)e
(1−µα

A (xi))+(1− µA(xi))e
(1−(1−µA(xi))

α )−1
]

; α > 0. (5)

[1] proposed a fuzzy entropy of order α with a promising application in decision making. The measure of a fuzzy set
A is given by

HNT (x) =
n

∑
i=1

[

µ
α/2

A (xi)(1− µA(xi))
α/2

µA(xi)e−α(1−µA(xi))+(1− µA(xi))e−αµA(xi)

]1/α

; α > 0. (6)

The reader may refer to [5], [6], [8] for more details.

2 Transmuted Fuzzy entropy

2.1 Quadratic Transmuted Fuzzy entropy

As noted earlier, generalizing fuzzy entropies is a common custom in fuzzy theory. Adding extra parameter(s) to an
existing fuzzy entropy make it more flexible and hence secure all information from losing due fuzziness.
In a similar fashion, [15] introduced the quadratic transmuted family of distributions, where it enhances an existing
distribution by adding additional variable, for solving drawbacks in financial mathematics field. The cd f for a distribution
in the quadratic transmuted family is

F(x) = (1+λ )G(x)−λ G2(x), x ∈ R,

where λ ∈ [−1,1], and G(x) is the cd f of baseline distribution.
Motivated by this family of distributions, we propose the Quadratic Transmuted Fuzzy Entropy (QTFE) defined below,
also we study and prove that QTFE satisfies the axiomatic properties of [4].

Definition 2 For a fuzzy entropy H(x) of the Fuzzy set A, the transmuted fuzzy entropy of A is given by

HT
Q(x) = (1+λ )H(x)−λ H2(x), x ∈ A,λ ∈ [−1,1]. (7)

Theorem 1. The Quadratic Transmuted Fuzzy Entropy HT
Q(x) is a fuzzy measure and satisfies The axiomatic properties

[4].
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Proof. The set of four axiomatic properties are checked as follows

• HT
Q(x) = 0 i f f A is a non-fuzzy set (crisp set), i.e. µA(xi) = 0 or 1 ∀xi ∈ A.

When, µA(xi) = 0 or 1 ,∀xi ∈ A then it straight forward that H(x) = 0. Hence, HT
Q(x) = 0. on the other hand, when

HT
Q(x) = 0, then (1+λ )H(x)−λ H2(x) = 0, i.e.,

H(x)×
[

(1+λ )−λ H(x)
]

= 0,

hence at least one of the factors is zero

H(x) = 0 or (1+λ )−λ H(x) = 0,∀x ∈ A.

If H(x) = 0, then µA(xi) = 0 or 1 ∀xi ∈ A, as H(x) is a fuzzy entropy and satisfies this axiomatic property.

Now, when (1+λ )−λ H(x) = 0, so, H(x) = 1+λ
λ . This conclusion is false, as it means that the fuzzy entropy is always

constant and ranges between [0,2].

• H(x) is maximum iff µA(xi) = 0.5,∀xi ∈ A.
by differentiating HT

Q(x) with respect to µA(xi), we get

∂HT
Q(x)

∂ µA(xi)
= (1+λ )

∂H(x)

∂ µA(xi)
− 2λ H(x) · ∂H(x)

∂ µA(xi)

=
∂H(x)

∂ µA(xi)

[

(1+λ )− 2λ H(x)
]

=
∂H(x)

∂ µA(xi)

[

1+λ ·
(

1− 2H(x)
)

]

Let, 0 ≤ µA(xi)< 0.5.

Notice that
∂H(x)

∂ µA(xi)
is always greater than 0 as H(x) satisfies this particular axiomatic property, since its a fuzzy measure.

i.e., the statement 1+λ ·
(

1− 2H(x)
)

should be positive in order to have
∂HT

Q (x)

∂ µA(xi)
> 0.

Case 1: λ ≥ 0,H(x)≤ 0.5. The statement is valid.
Case 2: λ ≤ 0,H(x)≥ 0.5. The statement is valid.
Case 3: λ ≥ 0,H(x)≥ 0.5.
Now, we have

0 ≥(1− 2H(x))≥−1

0 ≥λ · (1− 2H(x))≥−λ >−1, (multipling by λ )

1 ≥1+λ · (1− 2H(x))≥ 1−λ > 0, (adding 1 )

hence, 1+λ · (1− 2H(x))≥ 0, The statement is valid.
Case 4: λ ≤ 0,H(x)≤ 0.5.

1 ≥(1− 2H(x))≥ 0

−1 <λ ≤ λ · (1− 2H(x))≤ 0, (multipling by λ )

0 <1+λ ≤ 1+λ · (1− 2H(x))≤ 1, (adding 1 )

hence, 1+λ · (1− 2H(x))≥ 0, The statement is valid.

Hence,
∂HT

Q (x)

∂ µA(xi)
> 0 when 0 < µA(xi)≤ 0.5.

Now, let, 0.5 < µA(xi)≤ 1.0,
∂H(x)

∂ µA(xi)
is always less than 0 as H(x) satisfies this particular axiomatic property, since its a fuzzy measure. On the other

hand and as explained earlier, the statement 1+λ ·
(

1− 2H(x)
)

is positive. i.e.,

∂H(x)

∂ µA(xi)

[

1+λ ·
(

1− 2H(x)
)

]

Hence,
∂HT

Q (x)

∂ µA(xi)
< 0.

Thus, HT
Q(x) is a concave function which has a global maximum at µA(xi) = 0.5.
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• HT
Q(x)≥ H∗(x), where H∗(x) is the entropy of A∗ a sharpened version of A.

As shown in the last point, HT
Q(x) is increasing on the interval [0,0.5) and decreasing on the interval (0.5,1]. It

follows that µ∗
A(xi); the membership function entropy of A∗, is less the µA(xi) in the interval [0,0.5) and its greater than

µA(xi) in the interval (0.5,1]. Hence, HT
Q(x)≥ H∗(x)

• HT
Q(x) = HT

Q

c
(x), where HT

Q

c
(x) is the entropy of Ac; the complement set of A.

HT
Q(x) = (1+λ )H(x)−λ H2(x) = (1+λ )Hc(x)−λ Hc2(x),

as H(x) is a fuzzy entropy. So,

(1+λ )Hc(x)−λ Hc2(x) = HT
Q

c
(x).

Hence the theorem is proved, the QTFE satisfies the axiomatic properties, i.e., HT
Q(x) is indeed a fuzzy entropy.

2.2 Cubic Transmuted Fuzzy Entropy

[12] and [13] introduced the idea of the cubic transmuted distribution function, The cd f for a distribution in the cubic
transmuted family is

F(x) = (1+λ1)G(x)+ (λ2 −λ1)G
2(x)−λ2G3(x), x ∈ R,

where λ1 ∈ [−1,1], λ2 ∈ [−1,1] and −2 < ∑2
i λi < 1. G(x) is the cdf of baseline distribution.

On the basis of the defined family of distribution, we define the Cubic Transmuted Fuzzy Entropy (CTFE).

Definition 3 For a fuzzy entropy H(x) of the Fuzzy set A, the Cubic Transmuted Fuzzy Entropy of A is given by

HT
C (x) = (1+λ1)H(x)+ (λ2 −λ1)H

2(x)−λ2H3(x), (8)

where, λ1,λ2 ∈ [−1,1], and −2 < ∑2
i λi < 1, x ∈ A.

Theorem 2. The Cubic Transmuted Fuzzy Entropy HT
C (x) is a fuzzy measure and satisfies The axiomatic properties [4].

Proof. The axiomatic properties are checked as follows,

• HT
C (x) = 0 i f f A is a non-fuzzy set (crisp set), i.e. µA(xi) = 0 or 1 ∀xi ∈ A.

When, µA(xi) = 0 or 1 ∀xi ∈ A then H(x) = 0. and hence HT
C (x) = 0. on the other hand, when HT

C (x) = 0, then

(1+λ1)H(x)+ (λ2 −λ1)H
2(x)−λ2H3(x) = 0, i.e.,

H(x)×
[

(1+λ1)+ (λ2 −λ1)H(x)−λ2H2(x)
]

= 0,

hence at least one of the factors is zero

H(x) = 0 or (1+λ1)+ (λ2−λ1)H(x)−λ2H2(x) = 0,∀x ∈ A.

If H(x) = 0, then µA(xi) = 0 or 1 ∀xi ∈ A, as H(x) satisfies this axiomatic property.
Now when (1 + λ1) + (λ2 − λ1)H(x)− λ2H2(x) = 0, this will give a specific value of the entropy dependent on the
choice of λ1 and λ2. And hence this factor is not zero.

• HT
C (x) is maximum iff µA(xi) = 0.5,∀xi ∈ A.

by differentiating HT
C (x) with respect to µA(xi), we get

∂HT
C (x)

∂ µA(xi)
= (1+λ1)

∂H(x)

∂ µA(xi)
+ 2(λ2 −λ1)H(x) · ∂H(x)

∂ µA(xi)
− 3λ2H2(x) · ∂H(x)

∂ µA(xi)

=
∂H(x)

∂ µA(xi)

[

(1+λ1)+ 2(λ2−λ1)H(x) ·−3λ2H2(x) ·
]

=
∂H(x)

∂ µA(xi)

[

1+λ1 · (1− 2H(x))+λ2H(x) · (2− 3H(x))
]
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Let, 0 ≤ µA(xi)< 0.5,

Notice that
∂H(x)

∂ µA(xi)
is always greater than 0 as H(x) a fuzzy measure and hence it satisfies this axiomatic property, i.e., the

statement 1+λ1 · (1− 2H(x))+λ2H(x) · (2− 3H(x)) should be positive in order to have
∂HT

Q (x)

∂ µA(xi)
> 0.

Case 1: λ1,λ2 ≥ 0,H(x)≤ 0.5. The statement is valid.
Case 2: λ1,λ2 ≥ 0,0.5 ≤ H(x)≤ 2/3. The statement is valid.
Case 3: λ1,λ2 ≤ 0,H(x)≤ 2/3. The statement is valid.
Case 4: λ1,λ2 ≥ 0,H(x)≥ 2/3.
we have

0 ≥ (1− 2H(x))≥−1 , 0 ≥ H(x)(2− 3H(x))≥−1

0 ≥ λ1 · (1− 2H(x))≥−λ1 >−1 , 0 ≥ λ2 ·H(x)(2− 3H(x))≥−λ2 > 0

hence,
0 ≥ λ1 · (1− 2H(x))+λ2 ·H(x)(2− 3H(x))>−1,

then,
1 ≥ 1+λ1 · (1− 2H(x))+λ2 ·H(x)(2− 3H(x))> 0

hence, The statement is valid.
Case 5: λ1,λ2 ≤ 0,H(x)≤ 0.5.
we have

1 ≥ (1− 2H(x))≥ 0 , 1 ≥ H(x)(2− 3H(x))≥ 0

−1 < λ1 ≥ λ1 · (1− 2H(x))≥ 0 , − 1 ≥ λ2 ≥ λ2 ·H(x)(2− 3H(x))< 0

hence,
−1 ≥ λ1 · (1− 2H(x))+λ2 ·H(x)(2− 3H(x))< 0,

then,
0 < 1+λ1 · (1− 2H(x))+λ2 ·H(x)(2− 3H(x))

hence, The statement is valid.
Case 6: λ1,λ2 ≤ 0,0.5 ≤ H(x)≤ 2/3.
we have

1 ≤ (1− 2H(x))≤ 0 , H(x)(2− 3H(x))≥ 0

1 > λ1 ≥ λ1 · (1− 2H(x))≥ 0 , − 1 ≤ λ2 ≤ λ2 ·H(x)(2− 3H(x))< 0

1 > λ1 ≥ λ1 · (1− 2H(x))≥ 0 , 0 ≤ 1+λ2 ≤ 1+λ2 ·H(x)(2− 3H(x))< 1

then,
0 < 1+λ1 · (1− 2H(x))+λ2 ·H(x)(2− 3H(x))

hence, The statement is valid, and hence
∂HT

C (x)

∂ µA(xi)
> 0.

Now, let, 0.5 < µA(xi)≤ 1.0,
∂H(x)

∂ µA(xi)
is always less than 0 as H(x) satisfies this particular axiomatic property, since its a fuzzy measure. On the other

hand and as shown above, the statement 1+λ1 · (1− 2H(x))+λ2 ·H(x)(2− 3H(x)) is positive. Hence,
∂HT

C (x)

∂ µA(xi)
< 0.

Thus, HT
C (x) is a concave function which has a global maximum at µA(xi) = 0.5.

• HT
C (x)≥ H∗(x), where H∗(x) is the entropy of A∗ a sharpened version of A.

As shown in the last point, HT
C (x) is increasing on the interval [0,0.5) and decreasing on the interval (0.5,1]. It

follows that µ∗
A(xi); the membership function of A∗, is less the µA(xi) in the interval [0,0.5) and its greater than µA(xi) in

the interval (0.5,1]. Hence, HT
C (x)≥ H∗(x).

• HT
C (x) = HT

C

c
(x), where HT

C

c
(x) is the entropy of Ac; the complement set of A.

HT
C (x) = (1+λ1)H(x)+ (λ2 −λ1)H

2(x)−λ2H3(x),

as H(x) is a fuzzy entropy; i.e., H(x) = Hc(x). So,

(1+λ1)H
c(x)+ (λ2 −λ1)H

2c
(x)−λ2H3c

(x) = HT
C

c
(x).

Hence the theorem is proved, the Cubic Transmuted Fuzzy entropy satisfies the axiomatic properties, i.e., HT
C (x) is a fuzzy

measure.
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2.3 k-Transmuted Fuzzy Entropy

[12] have introduced the k-Transmuted families of distributions, a generalization of transmuted families, defined as

F(x) = G(x)+ [1−G(x)]
k

∑
i=1

λiG
i(x),

where, λi ∈ [−1,1] and −k < ∑k
i λi < 1. G(x) is the cdf of baseline distribution.

Based on this family of distribution we define the kTransmuted Fuzzy Entropy.

Definition 4 For a fuzzy entropy H(x) of the Fuzzy set A, the k-Transmuted Fuzzy Entropy of A is given by

HT
k (x) = H(x)+ [1−H(x)]

k

∑
i=1

λiH
i(x), x ∈ A. (9)

Where, λi ∈ [−1,1] and −k < ∑k
i λi < 1, k=2,3,. . . .

It follows that we have another version of cubic Transmuted Fuzzy Entropy, given as

HT
3 (x) = H(x)+ [1−H(x)]

3

∑
i=1

λiH
i(x),

which after simplifying turned out to be equivalent to CTFE.
Lets define a Quartic Transmuted Fuzzy Entropy; a k-TFE at k = 4, denoted by HT

4 (x) given by

HT
4 (x) = H(x)+ [1−H(x)]

4

∑
i=1

λiH
i(x). (10)

Theorem 3. The k–Transmuted Fuzzy Entropy HT
k (x) is a fuzzy measure and satisfies The axiomatic properties [4].

The proof is straight forward as done in the previous theorems.

3 Transmuted entropies of well known fuzzy measures

Fuzzy entropy literature is rich in many versions and generalizations of FE, among many of these measures, we
presented the most known and applied measures in equations (2) - (6). The Quadratic, Cubic and K–Transmuted Fuzzy
entropies of fourth order are generalizations of the fuzzy measures mentioned above are found by applying equation (7),
(8) and (10), respectively.
Table 1 presents the values of Deluca and Terminin 1972 performance at different values of µA(xi) (refereed to as
Normalized Values) alongside its Transmuted Fuzzy entropies.

µA(xi) HDT HDT
Q HDT

C HDT
4

0 1.71×10−6 3.08×10−6 8.56×10−7 8.56×10−7

0.1 0.325 0.501 0.279 0.284

0.2 0.501 0.700 0.488 0.501

0.3 0.611 0.801 0.622 0.640

0.4 0.673 0.849 0.696 0.716

0.5 0.693 0.863 0.719 0.740

0.6 0.673 0.849 0.696 0.716

0.7 0.611 0.801 0.622 0.640

0.8 0.501 0.700 0.488 0.501

0.9 0.325 0.501 0.279 0.284

1.0 1.71×10−6 3.08×10−6 8.56×10−7 8.56×10−7

Table 1: Normalized Values of HDT (A) and its respected transmuted generalizations
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All transmuted fuzzy entropies are performing better than the original entropy, as we expected. There is a significant
increase in the values of the generalized entropies in comparison with De-Luca and Termini measure. QTFE enhances the
performance of the entropy measure more than the others.
The difference in performance between QTFE and CTFE, k–TFE is noticeable. But does this remark going against what
we believe in?, introducing more parameters will end up in a better performance of a measure?
In fact, parameter λ in QTFE is acting as an additional parameter to the measure, but in the cases of CTFE and k–TFE,
more λ ’s is not considered more parameters, it is just a division of one parameter.
As shown below in Table 2, TFE is performing better than the original measure, with best performance for QTFE.

µA(xi) HPP HPP
Q HPP

C HPP
4

0 4.19×10−7 7.54 ×10−7 2.09×10−7 2.09×10−7

0.1 0.370 0.558 0.332 0.338

0.2 0.651 0.833 0.670 0.689

0.3 0.846 0.950 0.880 0.899

0.4 0.962 0.991 0.975 0.982

0.5 1.000 1.000 1.000 1.00

0.6 0.962 0.991 0.975 0.982

0.7 0.846 0.950 0.880 0.899

0.8 0.651 0.833 0.670 0.689

0.9 0.370 0.558 0.332 0.338

1.0 4.19×10−7 7.54 ×10−7 2.09×10−7 2.09×10−7

Table 2: Normalized Values of HPP(A) and its respected transmuted generalizations

µA(xi) HBP HBP
Q HBP

C HBP
4

0 2.00×10−7 3.60×10−7 1.00×10−7 1.00×10−7

0.1 0.198 0.325 0.147 0.149

0.2 0.385 0.575 0.349 0.356

0.3 0.545 0.743 0.542 0.557

0.4 0.654 0.835 0.674 0.693

0.5 0.693 0.863 0.719 0.740

0.6 0.654 0.835 0.674 0.693

0.7 0.545 0.743 0.542 0.557

0.8 0.385 0.575 0.349 0.356

0.9 0.198 0.325 0.147 0.149

1.0 2.00×10−7 3.60×10−7 1.00×10−7 1.00×10−7

Table 3: Normalized Values of HBP(A) and its respected transmuted generalizations
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µA(xi) HV S HV S
Q HV S

C HV S
4

0 1.26×10−7 5.99×10−7 1.66×10−7 1.66×10−7

0.1 0.837 0.494 0.274 0.278

0.2 0.985 0.791 0.608 0.626

0.3 0.999 0.936 0.851 0.871

0.4 0.999 0.989 0.969 0.977

0.5 1.000 1.000 1.000 1.000

0.6 0.999 0.989 0.969 0.977

0.7 0.999 0.936 0.851 0.871

0.8 0.985 0.791 0.608 0.626

0.9 0.837 0.494 0.274 0.278

1.0 1.26×10−7 5.99×10−7 1.66×10−7 1.66×10−7

Table 4: Normalized Values of HVS(A) and its respected transmuted generalizations

µA(xi) HNT HNT
Q HNT

C HNT
4

0 3.16×10−4 5.69×10−4 1.58×10−4 1.58×10−4

0.1 0.346 0.527 0.303 0.308

0.2 0.527 0.726 0.520 0.534

0.3 0.677 0.852 0.701 0.721

0.4 0.784 0.919 0.819 0.840

0.5 0.824 0.940 0.859 0.879

0.6 0.784 0.919 0.819 0.840

0.7 0.677 0.852 0.701 0.721

0.8 0.527 0.726 0.520 0.534

0.9 0.346 0.527 0.303 0.308

1.0 3.16×10−4 5.69×10−4 1.58×10−4 1.58×10−4

Table 5: Normalized Values of HNT (A) and its respected transmuted generalizations

We state the following based on Table 1 and Table2;

HDT < HDT
C < HDT

4 < HDT
Q ,

HPP < HPP
C < HPP

4 < HPP
Q .

In the later tables we studied three generalized fuzzy entropies of order α , and we a reached similar conclusion, In Table
3

HBP < HBP
C < HBP

4 < HBP
Q .

Also, in Table 4

HVS < HVS
C < HVS

4 < HVS
Q .

And in Table 5

HNT < HNT
C < HNT

4 < HNT
Q .

4 Conclusion

The proposed generalized entropy named Transmuted Fuzzy entropy is another form of generalized entropies. we
presented 3 different measures; QTFE, CTFE and k–TFE with performance much better than the original FE, where
QTFE presented the best enhancement.
As TPD was first introduced in financial mathematics and later applied in modeling lifetime and survival data, we are
intrigued to apply TFE, and specially QTFE in these fields in future research.
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