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BOUNDS FOR THE COEFFICIENTS OF A CLASS OF ANALYTIC
FUNCTIONS ASSOCIATED WITH CONIC DOMAINS

K. AMARENDER REDDY U, K. R. KARTHIKEYAN J)AND G.
MURUGUSUNDARAMOORTHY ®)

ABSTRACT. By using the quantum differentials, we introduce presumably a new
class of analytic functions associated with a conic region and obtained sufficient
conditions, bounds for the coefficients of the defined function class. Furthermore,

we discussed some applications for our main results.

1. INTRODUCTION

Denote by A the class of functions having a Taylor series expansion of the form
(1.1) f(z):z+chZ”, (zeU={z:|z| <1}).
n=2

We let §*, C and K to denote the well known classes of starlike, convex and close-
to-convex function respectively. Goodman[3] provides the study of various subclasses
of univalent functions. In 1991, Goodman [4] introduced the geometrically defined
class of uniformly convex functions (UCV') and gave the following two variable char-

acterization

(2= Qf(2)
R(l+w>>0, (fG.A)
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for every pair (z, ¢) in the polydisk & x U. But the two-variable characterization
could not led to any sharp estimates for the class UCV. The best known bounds on
the coefficients for the family UCV are | a,, |< 1/n(n = 2,3, ...). In order to find
an extremal function for a family of uniformly convex functions, Ronning [11] and
Ma and Minda [8] independently gave a one-variable characterizations for functions
in UC'V which is closely related to Goodman’s characterization. There is a massive
literature available on the study of uniformly convex functions.

Let f(z) and g(z) be analytic in /. Then we say that the function f(z) is subordi-
nate to g(z) in U, if there exists an analytic function w(z) in U such that |w(z)| < |z]
and f(z) = g(w(2)), denoted by f(z) < g(2). If g(z) is univalent in U, then the
subordination is equivalent to f(0) = ¢(0) and f(U) C g(U). Denote by P the class
of univalent functions with positive real part which satisfies R {p(z)} >0, p(0) = 1.
Janwoski [5] introduced a generalized class P[A, B] of p € P satisfying the following

subordination condition:

14+ Az

—1<B<A<I.
1+ Bz’ SP<As

pePp(z) <

In [6], Kanas and Wisniowska, extended the study to conic domain as defined below:

If Po(2) = Q1(k)z+ Qo(k)z* + -+, z €U, then it was shown in that for, we have

2
g 0<k<1
(1.2) Q1= Qu(k) = 7%, k=1

i oviarome: B> L

with A = % arccos t. Motivated by the study of Janowski class with a equally popular
k —UCV, Noor and Malik [10] introduced the following class k — P[A, B].
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Definition 1.1. [10] A function p(z) is said to be in the class k — P[A, B], if and

only if,

(1.3) p(z) < (k>0,-1<B<A<1)

where pg(z) is defined by

e

142
et k=0
2

1+ 2 (g %) k=1
e S

1 + {5z sinh (; arccos k) arctan hy/z |, O0<k<l1

u(z)
1 i s NG 1 1
1+ mgsin (QR(t) S MQ—\/HT)QG%) + =g, k> 1L

\

where u(z) = 12:\/‘%, t € (0,1) and z is chosen such that k = cosh <7:£((5)>, R(t)
is Legendre’s complete elliptic integral of the first kind and R'(¢) is complementary

integral of R(?).

Geometrically, the function p(z) € k — P[A, B] takes all values from the domain
W%[A, B], 1 < B< A<1, k>0 which is defined as
(1.5)
Qx[A, B] = {w : R(

(B—Dw(z) —(A-1) (B—-Dw(z) - (A-1)
BT Duls) —(A+ 1)> =k ’ B+ Duw(z)— (A1) 1’}
Further, they extended the study by defining k —UCV[A, B] and k—ST[A, B] which

was obtained by replacing w(z) in (1.5) as Z}C(/S) and (Z]{,/((j)))/ respectively.

Now we give a very brief introduction on g¢-calculus and the notations which are
required for our study.

Quantum calculus popularly called as g-calculus is based on the idea of finite
difference re-scaling. The difference of quantum differentials from the ordinary ones

is that notion of limit is removed in ¢-calculus, that is g-derivative is merely a ratio
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which is given by

Notice that as limit ¢ = 17, D,f(2) = f'(2). g-calculus has numerous applications
in variety of disciplines such as theory of special functions, operator theory, quantum-
mechanics, relativity etc. Notations and symbols play an very important role in the

study of g-calculus. Throughout this paper, we let

=> 4" 0,=0, (0<g<1)
and the g-shifted factorial by

1, n=>0
1—a)(l—aq)...(1—aq"™"), n=1,2,....

The g-hypergeometric series was developed by Heine as a generalization of the

hypergeometric series

(1.6) o Fila,b; c|q, z] = Z Mz".

— (4 (S Dn

Generalizing the Heine’s series, we define , ¢ the basic hypergeometric series by

(1.7)
r(bs (al, ag, ..., Qp; b17 627 ceey bs;Q7 Z)
= CL1 (] n a27 (aT7Q)n |: n (") I+s—r n
E —1)"q\2 } z",

with () = ”(" Y where ¢ # 0 when 7 > s+ 1. In (1.6) and (1.7), it is assumed that
the parameters by, b, ..., by are such that the denominators factors in the terms of
the series are never zero.

For complex parameters aq, ..., a, and by, ..., b, (ﬁj €eC\Zy;Zy =0,-1, =2, ...;

j=1,...,s), we define the generalized g-hypergeometric function
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qg’s(ala ceey Qg bla c b87 q, Z) by

— (a1;@)n(a2; @ - - - (ar; @
1.8 V,(ay, ag, ..., ag; by, by, ..., bs; q,2) = 2",
(L8] qalon, a2,y agi by, By )= 2 i) B,

(r=s+1;r, se Ng =NU{0}; z e l),
where N denotes the set of positive integers. By using the ratio test, we should note

that, if |¢| < 1, the series (1.8) converges absolutely for |z| < 1 and r = s + 1. For

more mathematical background of these functions, one may refer to [2].

Corresponding to a function G, s(a;, bj; ¢, 2) (1 =1,2, ..., r;j=1,2,...,s) de-
fined by
(19) gr,s(a’ia ij q, Z) = Zq\I]s(ala az, ..., Qr; bla 627 ceey bsa Q7z)-

Motivated by [9, 13], we define a g-differential operator J"*(a1,b1; q, 2)f : U —

U as follows.
T(a1,bi; ¢, 2) f(2) = £(2) % Gr, (s, bj3 g, 2).
(1.10)
Ti(ar,bi; g, 2)f(2) = (L=N)(f(2)%Gr, s(ai, bjs 4, 2)) + X 2D (f(2)%Gr, s(ai, bjs 4, 2)).

(1.11) T(a1, by g, 2)f(2) = TN (T an, b g, 2) f(2)).

If f € A, then from (1.10) and (1.11) we may easily deduce that

(1.12) T (ar,by; ¢, 2)f =24 Y [L= A+ [0]gA™ ynen2”,
n=2

(m € No=NU{0} and A >0),

where
_ (a;¢)n-1(02; Ot - - (@15 @)n
" (q; Q>n71(bl; Q>n71 cee (bs; Q>n71 ’

(lgl <1).

Remark 1.1. In this remark we list some special cases of the operator J{* (a1, by1; q, 2)f.
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1. For a choice of the parameter m = 0, the operator J(cu, 1) f(z) reduces to
the g-analogue of Dziok- Srivastava operator [1].

2. Fora; = q*,bj = ¢%, a;, 8, € C,3; # 0,1,2,...,06 =1,...,rj =
1, ..., 8) and ¢ — 17, we get the operator defined by Selvaraj and Karthikeyan
[13].

3. Forr=2 s=1;a; =b;,as =q, and A = 1, we get the q- analogue of the
well known Salagean operator (see [7, 12]).

Also many (well known and new) integral and differential operators can be obtained

by specializing the parameters (see [1] and [13]) and references cited therein.

Definition 1.2. The function f(z) € Ais said to be in the class k—ST" (a1, bi; A\, A, B), k >
0,—1 < B < A<1,if and only if

(B—1)Gpa(ar,bi;q,2) — (A—1) (B—1)Gpa(ar,bi;q,2) — (A—1)
R ((B + 1)Gmnlar,bi;q,2) — (A+ 1)) 7k ' ((B + 1)Gma(ar,bi;q,2) — (A+ 1)) - 1'

where

J,T\nﬂ(al,bl;qaz)f
J)T\n(alabh%z)f 7

Gm)\(ala b17 q, Z) =
or equivalently

Gma(ai,bi;q,2) € k— P[A, B].

Definition 1.3. The function f(z) € Ais said to be in the class k—CV;" (a1, bi; A\, A, B), k >
0,—1 < B < A<1,if and only if

(B—1)Hpa(a1,b15¢,2) — (A—1) (B—=1DHpx(a1,bi5¢,2) —(A=1)\
K ((B+ D) Hpa(ar,bisq,2) — (A+ 1)) g k'((3+ 1) Hop(a1,b15¢,2) — (A+ 1)) 1'

where
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ZDQ(J;\nJrl(alabl;q’Z)f>
(J>T\n+1(alabl;Q7z)f>

Hm)\(a'l; b17 q, Z) =

or equivalently

Hm,)\(ala bl;QVZ) €k— P[Aa B]
It can be easily seen that

(1.13)  f(2) €k =CV]"(a1,b1; A\, A, B) & 2D, f(2) € k — ST,"(a1,b1; N\, A, B)

Lemma 1.1. Let h(z) = 1+ > 7 p,2" be subordinate to H(z) =1+ >~ P,2".
If H(z) is univalent in the U and H(U) is conver, then

Lemma 1.2. (see [10] ) Let h(z) =1+ 7 p,2" € k —P[A, B], then

A-B
2

|pn |§| Ql(kvA7B) |7 | Ql(kvA7B) |: | Ql(k) |7

where | Q1(k) | follows from (1.2).

2. MAIN RESULTS

Theorem 2.1. The function f(z) € A and of the form (1.1) is in the class k —
ST,"(a1,bi; N\, A, B), if it satisfies the condition
.

2(k+1)(Agln — o)+ | [1 = A+ ] Al(B+1) = (A+1) ]

(1= A+ [ngA]™ [ yn || en [< (A= B),

where k >0, -1 < B<A<I1.

Proof. Assuming that (2.1) holds, then it suffices to show that

(B=1)Gmalar,bisq.2) —(A=1)\ | (B—1)Gpa(ar,bi;q,2) — (A—1)
' ’ ((B+ Gma(ar,bisq,2) — (A+ 1)> 1’ K (

(B+ 1)Gn(as, biiq,2) — (A+1)

1><1.
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We have

(B=1)Gpalar,bi;q,2) —(A=1)\ | (B=1Gmalar,bi39,2) —(A-1)
k’((BJrl)G @ b, 2) — (A+1)) 1’ R((B+1)Gm,>\(a1,b1;q,z)—(A+1) 1)

(B = 1)Gha(arbiig,2) — (A1)
R S e 1)‘4

(B 1)‘]m+1(a bl;Q7 )f ( _1)‘])\ (a17b17Q7 )f
‘*k+)h3+1um%mwnm>f M*iﬂﬂmﬁh%)f_4

]C+1 ‘]/\ (a17b1 q,z )f Jm+1(a,1’b1;q7 )f
B+1 Jerl(alablaq, )f (A+ )J (ahbl q,%z )f

i

’((B — 1)Gmalar, bi;q,2) — (A — 1)> _ ’ _ <(B — D)Gpalar,bi5¢,2) = (A1) _ 1>

(B+1)Gpa(ar,biiq,2) — (A+1) (B+1)Gma(ar,biiq,2) — (A+1)
o[l = A+ [0 A" A[[n]g — 1]yncn2”

<2(k+1) ' (B A2t 5, [(B+ DL At [N — (AF DL = A+ [ N menz

S5 1= At [l Ay — 1] 7 [l o |
2%+UkA—m—Eﬁﬁwﬂﬁm—A+MM%%A+mU—A+WMW%%H%J

The last expression is bounded above by 1 if

o0

09 Z (k+1D(Mgln—1)+ | 1= A+ [n]A(B+1)— (A+1) ]
2.2 n=2
[1_/\+[n]q)‘]m | Tn || Cn |§ (A_B>

This completes the proof. 0]

If welet r = 2,s = 1,a7 = bj,as = ¢ and A\ = 1 in Theorem 2.1, we get the

following result which was obtained by see ([14]).

Corollary 2.1. A function f(z) € A is in the class k — ST"(A, B), if it satisfies

the condition

S0k + D(gln — 1)+ | [nlo(B+1) — (A+ 1) [l | ¢, < (A B).

n=2
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When ¢ — 17,m = 0, we have the following known result, proved by Noor and

Malik in [10].

Corollary 2.2. The function f € A is in the class k — ST (A, B), if it satisfies the

condition

(23) > R(k+DAn— 1+ [L1=A+nAB+1) — (A+1) || [ || ca |< (A= B).

n=2
Using the details of the proof (1.13) together with the result of Theorem 2.1, we

have the following result. We omit the proof.

Theorem 2.2. The function f € A, is in the class k — CV}"(a1,b1; \, A, B), if it
satisfies the condition
(2.4)

20k + D)Agln — 1)+ [ 1= A+ [l AI(B +1) = (A+1) [J[L = A+ [l A"

n=2
| Y || en |< (A= B),

where k >0, -1 < B< A<1.
Now we obtain the coefficient estimates of functions in the class k—S7.™ (a1, b1; A, A, B).

Theorem 2.3. The function f(z) € k — ST (a1,bi; N\, A, B), and is of the form
(1.1), then

7 [1 Quk)(A = B) = 2Xq[sly [1 = A+ [j + 1N 7118 |
23) lel<]l [ G+ Ty L= A+ G+ A s ] 22

where | Q1(k) | is defined by (1.2).

Proof. By definition, for f(2) € k — ST ™(a1,b1; A, A, B), we have

JTH(ahbl;q,Z)f
‘])T\n(a'labl;% Z)f

(2.6) = p(z),
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where
p(z) € k— P[A, B].

Now from (2.6), we have

T ay, by g, 2) f = (J3(a, bi;q, 2) ) p(2).

Z—I—Z [1 =X+ ) A" ynenz” = (1 + anzn> <z + Z [1— X+ [n]A™ %cnz”> ,
n=2 n=2

n=1

24D L= A+ [N ez = (1 + an2”> <Z [1—=A+[n %an”> :
n=2 n=1

n=1

o0

z+ Z [1 =X+ [P A ncnz™ = Z (1= XA+ [n] A" Ynen2"
= n=1

Z)\ 1—)\+[])\]m”yncnz”:< (1= X+ [n] A" Ycnz )(an ),

(2.7)
Z/\q[n—l]q[l—)\—f—[n])\ YrCn 2™ —<Z [1 = A+ [n]gA]™ Ynenz ) <an )

By using Cauchy product formula on right hand side of (2.7), we have

(2.8)

o] [e’e) n—1
> Agln = 1, [T = A+ [ A" Yuca2” =) [Z [1—A+[j %.cjpn_j] o
j=1

n=2 n=2
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Equating coefficients of 2" on both sides of (2.8), we have

n—1

)‘Q[n - 1](1 [1 — A+ [n]q)‘]m YnCn = Z [1 — A+ [j]q/\]m Vi€iPn—j>

J=1

(L= A+ [ A™ =1, ¢, = 1).

This implies that

1 S T x MZ "l e s |
Using Lemma 1.2, we have
29) o |< g e S A+ A bl
Now we prove that
|@1<>|<A—B> S e A [ 1 e

7 [LQuA)N(A = B) — 22qlj — 1], [L = A+ [IN" || B q

N =1L 2Aq[f]q [ = A+ [7 + LA™ | 9541 |

T [LQuR) (A = B) = 20[j], [L = A+ [ + A" [0 [ A q

=131 22qj + g 1= A+ [ + 2N [z | '

<.
Il

For this, we use the induction method. For n = 2 from (2.9), we have

TN AH 2N [ |

From (2.5), we have

|C |< |Q1(k)|(A_B)
TG AFRINT []

653
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For n = 3 from (2.9), we have

| < g e L 1= A+ LA [ e
Q)| (4- B) Q)| (A-B)
= @, - A+ BT 3] g

From (2.5), we have

les| < | @Qu(F) | (A— B) l|Ql(k)(A_B)_2)‘Q[1_/\+[2]q)‘]m V2B|]
T 22 [1 = A+ [BAT [ s | 20q[2)g [T = A+ [2A™ [ 72 |
| Qu(K) [ (A - B) {‘Ql(k)’(A_B)+2)\Q[1_)‘+[] A” I%HB!]
T 201 = A+ 21" [ 2| 20q[2]g [1 = A+ [BJA™ [ 7 |

T ETEES N By -
= 2Rl (= A+ B T ] L 28T A+ AT [ 1)

Let the hypothesis be true for n = ¢ . from (2.9), we have

t—1

| Qu(k) [ (A—
|Ct|§2)\q[t—1] T— A+ N [ ] Z "y lle |,

1

(2.10) =
(1= A+ A" =1,¢ = 1).

From (2.5), we have

t

e | <

[\

| Qi(F)(A = B) = 2Aq[jly 1 = A+ [+ 1 A" [ 7541 [ B I}
207 + 1] [1 = A+ [+ 2[gA]" [ 542 |

* <.
I
NJ o

| N

H 1 Qu(F) [ (A= B)+2Mqljlg 1 = A+ [+ UA" i1 [ B \]
i 2X[7 + Ug [1 = A+ [+ 2[A™ | 7542 | '

By the induction hypothesis, we have

| Q1(k) | (A— B
2Aq[t — 1]q [1 = A+ [{] ‘%|Z "1y lle ]
ﬁPQl WA —=B)+2Xq[7]q [ = A+ 7+ LA™ | vz ]
- 20 + 1 (1= A+ [+ 2A™ [ 542 | '
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Multiplying both sides by

l| Qu(k)(A— B) + 2\t — 1] [1 = A + [t A]™ e I}
2Aq[t + 1y [L = A+ [t + 20 A™ | ez | ’

we have

{| Qu(K)(A = B) 4+ 2Aq[t — 1y [1 = A+ [t A]™ » \}
2Aq[t+ 1y [L= A+ [t + 20A™ [ 742 |

ﬁ [I Qi(k)(A = B) +2Aq|jlq [L = A+ [ + 1oA]" 751 I}
27q[7 + g [ = A+ [T+ 20\ | 7542 |

J=0

P Quk)(A = B) + 22qlt — 1, [1 = A+ [, A" 5 q )
27t + 1, [1—A+[t+2] N Tz |

| Qu(k) | (A~
Y SN MZ "yl

lﬂw@l (A= B)+22q[jl [1 = A+ [ + 1 A" wmu]
20q7 + g [L =X+ [+ 2]\ | vj42 |

| Qi1(k)(A - D) |
ZQAq[t—I— 1], [1—A+[t+2]q] |%+2|X

| Qi(k) | (A—
[2)\q[t—1] 1A+ [H N | t|Z "l

j=0

—}-Z 1—A+][j |%||CJ|]

[\ Q:(k)(A = B) + 22q[jl, [1 = A+ [ + A" vy q
0 2/\Q[j + 1]q [1 — A+ [] + 2]q)‘]m | Vi+2 |

j=

655

| Q:1(k)(A—B) | |ct|+21—/\+ |%||CJ|]

2 S T+ [ 2T [ |

Mt

| @Q1(k)(A—B) | D= A+ [N [l e

— 22qft + 1], [1—A+[t+2]q] |2 | |

] |
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That is

| Q(k)(A—B) | : q yym
2/\q[t+1] [1_/\+[t+2]q] |/7t+2| Z[l_/\+[j]q/\] |’7J||C]|

t[1 Quk)(A = B) + 2Xq[5ly [1 = A+ [ + U™ 7541 |
H{ 20q[7 + g [1 = A+ 1+ 2JgA™ | vjs2 | }

=0

which shows the inequality is true for n =t 4+ 1. Hence the required result.

U

Remark 2.1. For appropriate choice of parameters, we get several well-known and

new results obtained by various authors.
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