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BOUNDS FOR THE COEFFICIENTS OF A CLASS OF ANALYTIC

FUNCTIONS ASSOCIATED WITH CONIC DOMAINS

K. AMARENDER REDDY (1), K. R. KARTHIKEYAN (2)AND G.

MURUGUSUNDARAMOORTHY(3)

Abstract. By using the quantum differentials, we introduce presumably a new

class of analytic functions associated with a conic region and obtained sufficient

conditions, bounds for the coefficients of the defined function class. Furthermore,

we discussed some applications for our main results.

1. Introduction

Denote by A the class of functions having a Taylor series expansion of the form

(1.1) f(z) = z +

∞
∑

n=2

cnz
n, (z ∈ U = {z : |z| < 1}) .

We let S∗, C and K to denote the well known classes of starlike, convex and close-

to-convex function respectively. Goodman[3] provides the study of various subclasses

of univalent functions. In 1991, Goodman [4] introduced the geometrically defined

class of uniformly convex functions (UCV ) and gave the following two variable char-

acterization

R
(

1 +
(z − ζ)f

′′
(z)

f ′(z)

)

> 0, (f ∈ A)
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for every pair (z, ζ) in the polydisk U × U . But the two-variable characterization

could not led to any sharp estimates for the class UCV . The best known bounds on

the coefficients for the family UCV are | an |≤ 1/n(n = 2, 3, . . .). In order to find

an extremal function for a family of uniformly convex functions, Ronning [11] and

Ma and Minda [8] independently gave a one-variable characterizations for functions

in UCV which is closely related to Goodman’s characterization. There is a massive

literature available on the study of uniformly convex functions.

Let f(z) and g(z) be analytic in U . Then we say that the function f(z) is subordi-

nate to g(z) in U , if there exists an analytic function w(z) in U such that |w(z)| < |z|
and f(z) = g(w(z)), denoted by f(z) ≺ g(z). If g(z) is univalent in U , then the

subordination is equivalent to f(0) = g(0) and f(U) ⊂ g(U). Denote by P the class

of univalent functions with positive real part which satisfies R{p(z)} > 0, p(0) = 1.

Janwoski [5] introduced a generalized class P [A,B] of p ∈ P satisfying the following

subordination condition:

p ∈ P ⇔ p(z) ≺ 1 + Az

1 +Bz
, −1 ≤ B < A ≤ 1.

In [6], Kanas and Wísniowska, extended the study to conic domain as defined below:

If Pk(z) = Q1(k)z +Q2(k)z
2 + · · · , z ∈ U , then it was shown in that for, we have

(1.2) Q1 := Q1(k) =



























2A2

1−k2
, 0 ≤ k < 1

8
π2 , k = 1

π2

4(k2−1)
√
t(1+t)R2(t)

, k > 1.

with A = 2
π
arccos t. Motivated by the study of Janowski class with a equally popular

k − UCV , Noor and Malik [10] introduced the following class k − P [A,B].
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Definition 1.1. [10] A function p(z) is said to be in the class k − P [A, B], if and

only if,

(1.3) p(z) ≺ (A+ 1)pk(z)− (A− 1)

(B + 1)pk(z)− (B − 1)
, (k ≥ 0, −1 ≤ B < A ≤ 1)

where pk(z) is defined by

(1.4) pk(z) =















































1+z
1−z

, k = 0

1 + 2
π2

(

log 1+
√
z

1−
√
z

)2

, k = 1

1 + 2
1−k2

sinh2

[

(

2
π
arccos k

)

arctan h
√
z

]

, 0 < k < 1

1 + 1
k2−1

sin

(

π
2R(t)

∫

u(z)√
t

0
1

√
1−x2

√
1−(tx)2

dx

)

+ 1
k2−1

, k > 1.

where u(z) = z−
√
t

1−
√
tz
, t ∈ (0, 1) and z is chosen such that k = cosh

(

πR′(t)
4R(t)

)

, R(t)

is Legendre’s complete elliptic integral of the first kind and R′(t) is complementary

integral of R(t).

Geometrically, the function p(z) ∈ k − P [A, B] takes all values from the domain

Ωk[A, B], 1 ≤ B < A ≤ 1, k ≥ 0 which is defined as

(1.5)

Ωk[A, B] =

{

w : R
(

(B − 1)w(z)− (A− 1)

(B + 1)w(z)− (A+ 1)

)

> k

∣

∣

∣

∣

(B − 1)w(z)− (A− 1)

(B + 1)w(z)− (A+ 1)
− 1

∣

∣

∣

∣

}

.

Further, they extended the study by defining k−UCV [A, B] and k−ST [A, B] which

was obtained by replacing w(z) in (1.5) as zf ′(z)
f(z)

and (zf ′(z))′

f ′(z)
respectively.

Now we give a very brief introduction on q-calculus and the notations which are

required for our study.

Quantum calculus popularly called as q-calculus is based on the idea of finite

difference re-scaling. The difference of quantum differentials from the ordinary ones

is that notion of limit is removed in q-calculus, that is q-derivative is merely a ratio
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which is given by

Dqf(z) =
f(qz)− f(z)

(q − 1)z
.

Notice that as limit q → 1−, Dqf(z) = f ′(z). q-calculus has numerous applications

in variety of disciplines such as theory of special functions, operator theory, quantum-

mechanics, relativity etc. Notations and symbols play an very important role in the

study of q-calculus. Throughout this paper, we let

[n]q =
n
∑

k=1

qk−1, [0]q = 0, (0 < q < 1)

and the q-shifted factorial by

(a; q)n =











1, n = 0

(1− a)(1− aq) . . . (1− aqn−1) , n = 1, 2, . . . .

The q-hypergeometric series was developed by Heine as a generalization of the

hypergeometric series

(1.6) 2F1[a, b; c|q, z] =
∞
∑

n=0

(a; q)n(b; q)n
(q; q)n(c; q)n

zn.

Generalizing the Heine’s series, we define rφs the basic hypergeometric series by

(1.7)

rφs (a1, a2, . . . , ar; b1, b2, . . . , bs; q, z)

=
∞
∑

n=0

(a1; q)n(a2; q)n . . . (ar; q)n
(q; q)n(b1; q)n . . . (bs; q)n

[

(−1)nq(
n

2)
]1+s−r

zn,

with
(

n

2

)

= n(n−1)
2

, where q 6= 0 when r > s+1. In (1.6) and (1.7), it is assumed that

the parameters b1, b2, . . . , bs are such that the denominators factors in the terms of

the series are never zero.

For complex parameters a1, . . . , ar and b1, . . . , bs,
(

βj ∈ C \ Z−
0 ; Z

−
0 = 0,−1, −2, . . . ;

j = 1, . . . , s), we define the generalized q-hypergeometric function



CLASS OF ANALYTIC FUNCTIONS ASSOCIATED WITH CONIC DOMAINS 647

qΨs(a1, . . . , aq; b1, . . . , bs; q, z) by

(1.8) qΨs(a1, a2, . . . , aq; b1, b2, . . . , bs; q, z) =
∞
∑

n=0

(a1; q)n(a2; q)n . . . (ar; q)n
(q; q)n(b1; q)n . . . (bs; q)n

zn,

(r = s+ 1; r, s ∈ N0 = N ∪ {0}; z ∈ U),

where N denotes the set of positive integers. By using the ratio test, we should note

that, if |q| < 1, the series (1.8) converges absolutely for |z| < 1 and r = s + 1. For

more mathematical background of these functions, one may refer to [2].

Corresponding to a function Gr, s(ai, bj; q, z) (i = 1, 2, . . . , r; j = 1, 2, . . . , s) de-

fined by

(1.9) Gr, s(ai, bj; q, z) := z qΨs(a1, a2, . . . , ar; b1, b2, . . . , bs; q, z).

Motivated by [9, 13], we define a q-differential operator J m
λ (a1, b1; q, z)f : U −→

U as follows.

J 0
λ (a1, b1; q, z)f(z) = f(z) ∗ Gr, s(ai, bj; q, z).

(1.10)

J 1
λ (a1, b1; q, z)f(z) = (1−λ)(f(z)∗Gr, s(ai, bj; q, z))+λ zDq(f(z)∗Gr, s(ai, bj; q, z)).

(1.11) Jm
λ (a1, b1; q, z)f(z) = J 1

λ (Jm−1
λ (a1, b1; q, z)f(z)).

If f ∈ A, then from (1.10) and (1.11) we may easily deduce that

(1.12) Jm
λ (a1, b1; q, z)f = z +

∞
∑

n=2

[1− λ+ [n]qλ]
m γncnz

n,

(m ∈ N0 = N ∪ {0} and λ ≥ 0) ,

where

γn =
(a1; q)n−1(a2; q)n−1 . . . (ar; q)n−1

(q; q)n−1(b1; q)n−1 . . . (bs; q)n−1
, (|q| < 1) .

Remark 1.1. In this remark we list some special cases of the operator J m
λ (a1, b1; q, z)f .
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1. For a choice of the parameter m = 0, the operator J 0
λ (α1, β1)f(z) reduces to

the q-analogue of Dziok- Srivastava operator [1].

2. For ai = qαi, bj = qβj , αi, βj ∈ C, βj 6= 0, 1, 2, . . . , (i = 1, . . . , r, j =

1, . . . , s) and q → 1−, we get the operator defined by Selvaraj and Karthikeyan

[13].

3. For r = 2, s = 1; a1 = b1, a2 = q, and λ = 1, we get the q- analogue of the

well known Sălăgean operator (see [7, 12]).

Also many (well known and new) integral and differential operators can be obtained

by specializing the parameters (see [1] and [13]) and references cited therein.

Definition 1.2. The function f(z) ∈ A is said to be in the class k−ST m
q (a1, b1; λ,A,B), k ≥

0,−1 ≤ B < A ≤ 1, if and only if

R
(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)

)

> k

∣

∣

∣

∣

(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)

)

− 1

∣

∣

∣

∣

where

Gm,λ(a1, b1; q, z) =
Jm+1
λ (a1, b1; q, z)f

Jm
λ (a1, b1; q, z)f

,

or equivalently

Gm,λ(a1, b1; q, z) ∈ k − P [A,B].

Definition 1.3. The function f(z) ∈ A is said to be in the class k−CVm
q (a1, b1; λ,A,B), k ≥

0,−1 ≤ B < A ≤ 1, if and only if

R
(

(B − 1)Hm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Hm,λ(a1, b1; q, z)− (A+ 1)

)

> k

∣

∣

∣

∣

(

(B − 1)Hm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Hm,λ(a1, b1; q, z)− (A+ 1)

)

− 1

∣

∣

∣

∣

where
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Hm,λ(a1, b1; q, z) =
zDq(J

m+1
λ (a1, b1; q, z)f)

(Jm+1
λ (a1, b1; q, z)f)

,

or equivalently

Hm,λ(a1, b1; q, z) ∈ k − P [A,B].

It can be easily seen that

(1.13) f(z) ∈ k − CVm
q (a1, b1; λ,A,B) ⇔ zDqf(z) ∈ k − ST m

q (a1, b1; λ,A,B)

Lemma 1.1. Let h(z) = 1 +
∑∞

n=1 pnz
n be subordinate to H(z) = 1 +

∑∞
n=1 Pnz

n .

If H(z) is univalent in the U and H(U) is convex, then

| pn |≤| P1 |, n ≥ 1.

Lemma 1.2. (see [10] ) Let h(z) = 1 +
∑∞

n=1 pnz
n ∈ k − P[A,B], then

| pn |≤| Q1(k, A,B) |, | Q1(k, A,B) |= A− B

2
| Q1(k) |,

where | Q1(k) | follows from (1.2).

2. Main Results

Theorem 2.1. The function f(z) ∈ A and of the form (1.1) is in the class k −
ST m

q (a1, b1; λ,A,B), if it satisfies the condition

(2.1)
∞
∑

n=2

[2(k + 1)(λq[n− 1]q)+ | [1− λ+ [n]qλ](B + 1)− (A+ 1) |]

[1− λ+ [n]qλ]
m | γn || cn |≤ (A−B),

where k ≥ 0,−1 ≤ B < A ≤ 1.

Proof. Assuming that (2.1) holds, then it suffices to show that

k

∣

∣

∣

∣

(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)

)

− 1

∣

∣

∣

∣

−R
(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)
− 1

)

< 1.
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We have

k

∣

∣

∣

∣

(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)

)

− 1

∣

∣

∣

∣

−R
(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)
− 1

)

≤ (k + 1)

∣

∣

∣

∣

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)
− 1

∣

∣

∣

∣

= (k + 1)

∣

∣

∣

∣

(B − 1)Jm+1
λ (a1, b1; q, z)f − (A− 1)Jm

λ (a1, b1; q, z)f

(B + 1)Jm+1
λ (a1, b1; q, z)f − (A+ 1)Jm

λ (a1, b1; q, z)f
− 1

∣

∣

∣

∣

= 2(k + 1)

∣

∣

∣

∣

Jm
λ (a1, b1; q, z)f − Jm+1

λ (a1, b1; q, z)f

(B + 1)Jm+1
λ (a1, b1; q, z)f − (A+ 1)Jm

λ (a1, b1; q, z)f

∣

∣

∣

∣

k

∣

∣

∣

∣

(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)

)

− 1

∣

∣

∣

∣

−R
(

(B − 1)Gm,λ(a1, b1; q, z)− (A− 1)

(B + 1)Gm,λ(a1, b1; q, z)− (A+ 1)
− 1

)

≤ 2(k + 1)

∣

∣

∣

∣

∑∞
n=2[1− λ+ [n]qλ]

mλ[[n]q − 1]γncnz
n

(B − A)z +
∑∞

n=2 [(B + 1)[1− λ + [n]qλ]− (A+ 1)] [1− λ+ [n]qλ]mγncnzn

∣

∣

∣

∣

≤ 2(k + 1)

[ ∑∞
n=2[1− λ+ [n]qλ]

mλ[[n]q − 1] | γn || cn |
(A−B)−∑∞

n=2 |(B + 1)[1− λ+ [n]qλ]− (A+ 1)| [1− λ+ [n]qλ]m | γn || cn |

]

The last expression is bounded above by 1 if

(2.2)

∞
∑

n=2

[2(k + 1)(λq[n− 1]q)+ | [1− λ+ [n]qλ](B + 1)− (A+ 1) |]

[1− λ+ [n]qλ]
m | γn || cn |≤ (A−B).

This completes the proof. �

If we let r = 2, s = 1, a1 = b1, a2 = q and λ = 1 in Theorem 2.1, we get the

following result which was obtained by see ([14]).

Corollary 2.1. A function f(z) ∈ A is in the class k − ST m
q (A,B), if it satisfies

the condition

∞
∑

n=2

[2(k + 1)(q[n− 1]q)+ | [n]q(B + 1)− (A + 1) |] [n]mq | cn |≤ (A− B).
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When q → 1−, m = 0, we have the following known result, proved by Noor and

Malik in [10].

Corollary 2.2. The function f ∈ A is in the class k − ST (A,B), if it satisfies the

condition

(2.3)

∞
∑

n=2

[2(k + 1)λ[n− 1]+ | [1− λ+ nλ](B + 1)− (A+ 1) |] | γn || cn |≤ (A−B).

Using the details of the proof (1.13) together with the result of Theorem 2.1, we

have the following result. We omit the proof.

Theorem 2.2. The function f ∈ A, is in the class k − CVm
q (a1, b1; λ,A,B), if it

satisfies the condition

(2.4)
∞
∑

n=2

[2(k + 1)(λq[n− 1]q)+ | [1− λ+ [n]qλ](B + 1)− (A + 1) |] [1− λ+ [n]qλ]
m+1

| γn || cn |≤ (A−B),

where k ≥ 0, −1 ≤ B < A ≤ 1.

Now we obtain the coefficient estimates of functions in the class k−ST m
q (a1, b1; λ,A,B).

Theorem 2.3. The function f(z) ∈ k − ST m
q (a1, b1; λ,A,B), and is of the form

(1.1), then

(2.5) | cn |≤
n−2
∏

j=0

[ | Q1(k)(A− B)− 2λq[j]q [1− λ+ [j + 1]qλ]
m γj+1B |

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

, n ≥ 2,

where | Q1(k) | is defined by (1.2).

Proof. By definition, for f(z) ∈ k − ST m
q (a1, b1; λ,A,B), we have

(2.6)
Jm+1
λ (a1, b1; q, z)f

Jm
λ (a1, b1; q, z)f

= p(z),
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where

p(z) ∈ k − P [A,B].

Now from (2.6), we have

Jm+1
λ (a1, b1; q, z)f = (Jm

λ (a1, b1; q, z)f) p(z).

z+

∞
∑

n=2

[1− λ+ [n]qλ]
m+1 γncnz

n =

(

1 +

∞
∑

n=1

pnz
n

)(

z +

∞
∑

n=2

[1− λ+ [n]qλ]
m γncnz

n

)

,

z +

∞
∑

n=2

[1− λ+ [n]qλ]
m+1 γncnz

n =

(

1 +

∞
∑

n=1

pnz
n

)(

∞
∑

n=1

[1− λ+ [n]qλ]
m γncnz

n

)

,

z +

∞
∑

n=2

[1− λ+ [n]qλ]
m+1 γncnz

n =

∞
∑

n=1

[1− λ+ [n]qλ]
m γncnz

n

+ (
∞
∑

n=1

[1− λ+ [n]qλ]
m γncnz

n)(
∞
∑

n=1

pnz
n),

∞
∑

n=2

λ[ [n]q−1] [1− λ+ [n]qλ]
m γncnz

n =

(

∞
∑

n=1

[1− λ+ [n]qλ]
m γncnz

n

)(

∞
∑

n=1

pnz
n

)

,

(2.7)
∞
∑

n=2

λq[n−1]q [1− λ+ [n]qλ]
m γncnz

n =

(

∞
∑

n=1

[1− λ+ [n]qλ]
m γncnz

n

)(

∞
∑

n=1

pnz
n

)

.

By using Cauchy product formula on right hand side of (2.7), we have

(2.8)
∞
∑

n=2

λq[n− 1]q [1− λ+ [n]qλ]
m γncnz

n =

∞
∑

n=2

[

n−1
∑

j=1

[1− λ+ [j]qλ]
m γjcjpn−j

]

zn.
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Equating coefficients of zn on both sides of (2.8), we have

λq[n− 1]q [1− λ+ [n]qλ]
m γncn =

n−1
∑

j=1

[1− λ+ [j]qλ]
m γjcjpn−j,

([1− λ+ [1]qλ]
m = 1, c1 = 1).

This implies that

| cn |≤ 1

λq[n− 1]q [1− λ+ [n]qλ]
m |γn|

n−1
∑

j=1

[1− λ+ [j]qλ]
m |γj| | cj || pn−j | .

Using Lemma 1.2, we have

(2.9) | cn |≤ | Q1(k) | (A− B)

2λq[n− 1]q [1− λ+ [n]qλ]
m | γn |

n−1
∑

j=1

[1− λ+ [j]qλ]
m |γj| | cj | .

Now we prove that

| Q1(k) | (A−B)

2λq[n− 1]q [1− λ+ [n]qλ]
m | γn |

n−1
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj |

≤
n−1
∏

j=1

[ | Q1(k)(A−B)− 2λq[j − 1]q [1− λ+ [j]qλ]
m | γj | B |

2λq[j]q [1− λ+ [j + 1]qλ]
m | γj+1 |

]

≤
n−2
∏

j=0

[ | Q1(k)(A−B)− 2λq[j]q [1− λ+ [j + 1]qλ]
m | γj+1 | A |

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

.

For this, we use the induction method. For n = 2 from (2.9), we have

| c2 |≤
| Q1(k) | (A− B)

2λq [1− λ+ [2]qλ]
m | γ2 |

.

From (2.5), we have

| c2 |≤
| Q1(k) | (A− B)

2λq [1− λ+ [2]qλ]
m | γ2 |

.
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For n = 3 from (2.9), we have

| c3 | ≤ | Q1(k) | (A−B)

2λq[2]q [1− λ+ [3]qλ]
m | γ3 |

{1 + [1− λ+ [2]qλ]
m | γ2 || c2 |}

≤ | Q1(k) | (A−B)

2λq[2]q [1− λ+ [3]qλ]
m | γ3 |

{1 + | Q1(k) | (A− B)

2λq
}.

From (2.5), we have

| c3 | ≤ | Q1(k) | (A− B)

2λq [1− λ+ [3]qλ]
m | γ3 |

[ | Q1(k)(A− B)− 2λq [1− λ+ [2]qλ]
m γ2B |

2λq[2]q [1− λ+ [2]qλ]
m | γ2 |

]

≤ | Q1(k) | (A− B)

2λq [1− λ+ [2]qλ]
m | γ2 |

[ | Q1(k) | (A− B) + 2λq [1− λ+ [2]qλ]
m | γ2 || B |

2λq[2]q [1− λ + [3]qλ]
m | γ3 |

]

≤ | Q1(k) | (A−B)

2λq[2]q [1− λ+ [3]qλ]
m | γ3 |

[

1 +
| Q1(k) | (A−B)

2λq [1− λ+ [2]qλ]
m | γ2 |

]

.

Let the hypothesis be true for n = t . from (2.9), we have

(2.10)
| ct |≤

| Q1(k) | (A− B)

2λq[t− 1]q [1− λ+ [t]qλ]
m | γt |

t−1
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj |,

([1− λ+ [1]qλ]
m = 1, c1 = 1).

From (2.5), we have

| ct | ≤
t−2
∏

j=0

[ | Q1(k)(A−B)− 2λq[j]q [1− λ+ [j + 1]qλ]
m | γj+1 | B |

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

≤
t−2
∏

j=0

[ | Q1(k) | (A−B) + 2λq[j]q [1− λ+ [j + 1]qλ]
m γj+1 | B |

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

.

By the induction hypothesis, we have

| Q1(k) | (A−B)

2λq[t− 1]q [1− λ+ [t]qλ]
m | γt |

t−1
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj |

≤
t−2
∏

j=0

[ | Q1(k)(A− B) + 2λq[j]q [1− λ+ [j + 1]qλ]
m | γj+1 ||

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

.
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Multiplying both sides by

[ | Q1(k)(A− B) + 2λq[t− 1]q [1− λ+ [t]qλ]
m γt |

2λq[t+ 1]q [1− λ+ [t + 2]qλ]
m | γt+2 |

]

,

we have

[ | Q1(k)(A− B) + 2λq[t− 1]q [1− λ+ [t]qλ]
m γt |

2λq[t+ 1]q [1− λ+ [t+ 2]qλ]
m | γt+2 |

]

×

t−2
∏

j=0

[ | Q1(k)(A−B) + 2λq[j]q [1− λ+ [j + 1]qλ]
m γj+1 |

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

≥
[ | Q1(k)(A− B) + 2λq[t− 1]q [1− λ+ [t]qλ]

m γt |
2λq[t+ 1]q [1− λ+ [t + 2]qλ]

m | γt+2 |

]

×

| Q1(k) | (A−B)

2λq[t− 1]q [1− λ+ [t]qλ]
m | γt |

t−1
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj | .

t−2
∏

j=0

[ | Q1(k)(A− B) + 2λq[j]q [1− λ+ [j + 1]qλ]
m | γj+1 ||

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

≥ | Q1(k)(A− B) |
2λq[t+ 1]q [1− λ+ [t+ 2]qλ]

m | γt+2 |
×

[

| Q1(k) | (A−B)

2λq[t− 1]q [1− λ+ [t]qλ]
m | γt |

t−1
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj |

+
t−1
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj |

]

.

t−2
∏

j=0

[ | Q1(k)(A−B) + 2λq[j]q [1− λ+ [j + 1]qλ]
m γj+1 |

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

≥ | Q1(k)(A− B) |
2λq[t+ 1]q [1− λ+ [t + 2]qλ]

m | γt+2 |

[

| ct | +
t−1
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj |

]

≥ | Q1(k)(A− B) |
2λq[t+ 1]q [1− λ+ [t + 2]qλ]

m | γt+2 |

[

t
∑

j=1

[1− λ+ [j]qλ]
m | γj || cj |

]

.
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That is

| Q1(k)(A− B) |
2λq[t+ 1]q [1− λ+ [t + 2]qλ]

m | γt+2 |

[

t
∑

j=1

[1− λ + [j]qλ]
m | γj || cj |

]

≤
t−2
∏

j=0

[ | Q1(k)(A−B) + 2λq[j]q [1− λ+ [j + 1]qλ]
m γj+1 |

2λq[j + 1]q [1− λ+ [j + 2]qλ]
m | γj+2 |

]

.

which shows the inequality is true for n = t + 1. Hence the required result.

�

Remark 2.1. For appropriate choice of parameters, we get several well-known and

new results obtained by various authors.
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